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a b s t r a c t

Heterogeneous Feature Fusion Machines (HFFM) is a kernel based logistic regression model that
effectively fuses multiple features for visual recognition tasks. However, the batch mode solution for
HFFM, ‘Block Coordinate Gradient Descent’ (BCGD) has the same low efficiency and poor scalability as the
most batch algorithms do. In this paper, we describe a newly developed online learning algorithm in

OLHFFM, i.e. Online HFFM. OLHFFM is novel combination of kernel-based learning technique with dual
averaging gradient descent methods. In addition, group LASSO regularization technique is used in
OLHFFM for finding important explanatory coefficients that are related to support samples in group
manner. The effectiveness of OLHFFM has been demonstrated by a number of experiments that were
conducted on public event, object dataset, as well as on large scale handwritten digital dataset. Using the
OLHFFM approach, we have achieved almost equivalent recognition performance to that using batch-
mode approach. Experiments conducted on both MIT Caltech-6 and challenging VOC2011 TrainVal object
datasets show that OLHFFM is superior in performance to kernel based online learning approaches such
as ILK or NORMA. In addition, the classification performance of OLHFFM approach as demonstrated by
the experiments conducted on large scale MNIST dataset is comparable to or better than that of the
current state-of-the-art online multiple kernel learning approaches such as OM-2, UFO-MKL, OMCL and
OMKL. Extensive experiments on visual data classification demonstrate the effectiveness and robustness
of the new OLHFFM approach.

& 2013 Elsevier B.V. All rights reserved.
1. Introduction

Impressive progress has been made in visual recognition field
recently [1–25,38,41,44,47]. An important part of recent work has
been focusing on a range of advanced image descriptors, for
example, SIFT (Scale Invariant Feature Transform) [2], GIST [3],
Histogram of Oriented Gradients [4], Local Binary Pattern (LBP) [5],
CTM (Color Texture moment) [6], shape context [7] and so on.
Different features describe different aspects of the visual charac-
teristics and cover different visual recognition cues such as
appearance, texture, shape and color. They are complementary to
each other. For more and more complex visual recognition tasks,
one cannot just use single type feature since it does not provide
enough discriminative information. For this reason, combination
of heterogeneous features is gaining popularity lately for more
complex visual recognition tasks [8–21,47].
ll rights reserved.
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Technical challenges still exist for fusing multiple features in
general way. A large number of publications can be found in this
subject, even though they could be under different names such as
“multiple view learning” or “multiple features/heterogeneous fea-
ture fusion”. These publications fall into the following categories
according to the intrinsic nature of their formulations: (1) multiple
feature fusion by projection or subspace learning [9,10]; (2)
multiple feature fusion by combining different kernels that corre-
sponds to different measures of similarity for different representa-
tions [11–15]; (3) multiple feature fusion by means of spectral
embedding, e.g. multiview (MSE) [16] or distributed (DSE) [17];
and (4) methods based on data graph wherein convexly combining
the graph Laplacians on different views [18,19]. Besides, there are
some case-by-case algorithmic instantiation in solving specific
real-world problems, for example, Co-LapSVM and Co-LapRLS
within co-regularization framework for semi-supervised learning
[20]; m-SNE based on stochastic neighbor embedding [21] etc.
Multiple Kernel Learning (MKL) based models are among the most
popular ones because it is the most reasonable approach for
combining multiple information sources. MKL combines different
kernels for different features by a weighted summation. The
weight for each feature does not depend on one certain sample
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and remains the same across all the samples [24]. Recently, a new
HFFM model gains popularity. In this new HFFM model, the
weights of kernels vary from sample to sample. This leads to
nonlinear fusion of the multiple kernels functions. It makes kernel
combination more feasible and thus promotes its fusion capability
[24,47].

For visual recognition tasks, batch mode solution has been used
for heterogeneous feature fusion. It is well known that batch
solution approach has the limit of poor scalability, low efficiency,
and high cost [24,35]. It even becomes impractical to use batch
solution approach when one has to handle millions of image
samples. As a result, online learning algorithms have gained
popularity for their high efficiencies in large-scale data analysis
[26-33,40,50]. Another advantage of online algorithm is the ability
to “include human in the loop” with robotic vision.

In this paper, we describe a novel online algorithm called
OLHFFM in multiple Reproducing Kernel Hilbert Spaces that
combines group LASSO sparse method and dual averaging sub-
gradient learning technique. This online algorithm is used to solve
HFFM model efficiently and it can be used for a wide range of
visual recognition tasks such as event recognition, object categor-
ization and so on. Different than standard online MKL, the solution
of HFFM tends to depend on a subset of low-noise samples. Group
LASSO is used to select explanatory samples and remove noisy
samples in HFFM model for the classifying function. In our work
we demonstrated the feasibility of implementing non-linear
multiple kernel fusion technique in an online mode.

The remainder of this paper is organized as follows. Section 2
reviews the related online learning works especially that focuses
on online solutions for standard MKL model. Section 3 states the
problem of HFFM models and formulizes the online HFFM model
solution; Section 3 presents some analytical and comparative
experiments on a variety of visual recognition task delivered on
some publicly available benchmark datasets and show some
findings. Section 4 concludes this study with future work.
2. Related work

Some examples of online algorithms that are used in linearly
separable cases include Rosenblatt's Perceptron [26], FOBOS
method developed by Duchi and Singer [27], RDA (Regularized
Dual Averaging) [28,50] and DA-GL (Dual Averaging-Group LASSO)
[29]. Among these, FOBOS can be considered as a general frame-
work for stochastic gradient with arbitrary regularization. It
alleviates the problems of non-differentiability in cases such as
ℓ1-regularization by taking analytical minimization steps inter-
leaved with sub-gradient steps. RDA (Regularized Dual Averaging)
[28] method is proposed by Lin Xiao for solving regularized
learning problems under online setting as FOBOS does. The
uniqueness of RDA is that it updates model parameter vector by
solving a simple optimization problem on each round that involves
average of all the past sub-gradients of the loss functions and the
whole regularization term. That is the main difference between
RDA and FOBOS. In essence, RDA adjusts the learning variables not
only using information from the single coming example but also
from sub-gradients of loss functions as to past examples. However,
only simple LASSO regularization is considered in RDA for sparsity.
DA-GL [29] inherits the idea of RDA and it is extended for solving a
group LASSO regularized optimization problem in the original
feature space. Moreover, various variants of group LASSO such as
sparse group LASSO [21], group LASSO with overlap and graph
LASSO [22] can be adopted as online algorithms' regularization
item for finding important explanatory variable group. It is noted
that attributes in the feature space form a group here. That is to
say, d-dimension feature vector is divided into G groups with dg
(the number of attributes in g-th group). The number dg is usually
assumed greater than 1. When a group is sparsified by means of
various group LASSO methods, corresponding feature attributes
are set to zero in the model.

For linearly inseparable data analysis another family of online
algorithms with kernel integration is used. Some examples of
single-kernel based online algorithms include NORMA (Naïve
Online R-reg Minimization Algorithm) [30], ILK (Implicit online
Learning with Kernels) [31] and so on. Both NORMA and ILK
perform gradient descent with respect to ℓ2-regularized instanta-
neous risk in Reproducing Kernel Hilbert Spaces (RKHS). The main
difference between them is that NORMA implements explicit
parameter updates and ILK implements implicit ones. However,
both of them yield no sparse solutions since they involves ℓ2-norm
in RKHS which produces only soft shrinkage on hypothesis. In
practice, it is often desirable to seek LASSO [18] or group LASSO
[19] with sparsity at group level or individual level. Some state-
of-the-art multiple kernel based online algorithm examples
including UFO-MKL [14], OBSCURE [33], and OM-2 [11] adopt
feasible regularization technique to obtain tunable sparsity or
make optimization problem easier. Among these, UFO-MKL mixes
elements of group p-norm and LASSO, i.e. forming elastic net kind
of regularization which separately provides an easy optimization
problem and induces feasible levels of sparsity in the domain of
the kernels. Stochastic gradient descent and mirror descent are
combined and used to solve this elastic net kind regularized MKL
problem. The solution of the optimization problem will lead to a
selection a subset of the F kernels. OBSCURE is proposed to solve
p-norm version of the standard MKL model. It highlights two-
stage optimization method. The first stage is an online initializa-
tion procedure that determines quickly the region of the space
where the optimal solution lives. The second one refines the
solution found by the first stage. OM-2 uses the ‘Follow the
Regularized Leader’ [48,49] framework to solve group p-norm
regularized MKL problem. The other two algorithms including
OMKL [15] and OMCL [32] focus not on regularization but on
decomposing MKL solution into two separate tasks. OMKL uses
deterministic or stochastic approaches to combine binary predic-
tions or real-valued outputs from multiple kernel classifiers. The
deterministic approach updates all kernel classifiers for every
misclassified example, while the stochastic approach chooses a
classifier(s) randomly for updating according to some sampling
strategies. Different setup, i.e. deterministic or stochastic, binary
predictions or real-valued outputs, forms OMKL series algorithms.
OMCL is a wrapper algorithm using a two-layer structure, which
can use most of the known online learning methods as base
algorithms. However, all of these algorithms are part of the
standard Multiple Kernel Learning (MKL) family. That means that
they aim to obtain multiple kernels classifier and their linear
combinations from a pool of given kernels in an online fashion.
Moreover, the weights wm for the mth kernel remain the same
across all the samples. We emphasize that although a number of
approaches have been proposed to solve the optimization problem
related to MKL, little work has been done to address online HFFM
learning. To the best of our knowledge, this is the first theoretic
study that addresses the online HFFM problem.
3. Online HFFM algorithm

3.1. Preliminaries

Before presenting OLHFFM learning method, we first describe
briefly HFFM [24,47] and introduce some basic notations for
classification. Assume fxi; yig is an input–output pair. Here yi∈f1;0g
is the label of a sample for binary classification problem and
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xi ¼ ½x1i ;…; xℳi � is the corresponding measurement of ℳ features,
where each xjið j¼ 1;2;…;ℳÞis a feature vector that describes a
visual characteristic of an image. For each feature j, the similarity
metric between two samples is represented by kjðx; xiÞ which is in
essence a kernel function.

The HFFM model is formulated as

ℱðxÞ ¼ f 0 þ∑
i

∑
ℳ

j ¼ 1
f i;jkjðx; xiÞ ð1Þ

where f 0 is bias item and f i;j is coefficient of kjðx; xiÞ. To solve ℱðxÞ,
it minimizes a composite objective function

C ¼�Lðf Þ þ λ∑
i

ffiffiffiffi
di

p
‖f i;⋅‖2 ð2Þ

where the first term is an empirical loss function over the whole
training example set and f i;1 ¼ ½f i;1; f i;2;…; f i;ℳ� is a coefficients
vector related with the i-th sample. It is the negative log-
likelihood from a logistic regression defined by

�Lðf Þ ¼�∑
i
log

expðyiℱðxiÞÞ
1þ expðℱðxiÞÞ

ð3Þ

The second term is the regularization term of group LASSO [34]
where ‖:‖2 denotes ℓ2� norm. λ is a tunable parameter that stands
for the tradeoff between logistic loss and group LASSO regulariza-
tion.

ffiffiffiffi
di

p
is the degree of freedom, here it is equal to

ffiffiffiffiffiffi
ℳ

p
and

f i;⋅ ¼ ½f i;1; f i;2;…f i;ℳ�. Group LASSO is used to produce group spar-
sity. From the statement, the HFFM model aims to learn multiple
functions in ℳ kernel space jointly. However, standard MKL aims
to learn a single function in the space of ℋKu, whereKuð⋅; ⋅Þ ¼
∑ℳ

j ¼ 1ujKjð⋅; ⋅Þ; u ∈Δ, Δ denotes a simplex.
The block Co-ordinate Gradient Descent (BCGD) [24] method is

used to solve the model. From Eqs. (2) and (3), we understand that
batch algorithm has to scan all the training samples at each
iteration. This means significant computational cost. This problem
can be solved with online learning approach that is proposed in
this work. In the online learning approach, the learning variables
are adjusted using simple calculations based on a single example
at a time and it only needs to scan through training examples.
3.2. Online learning

According to online learning framework, a set of hypotheses
f ¼ ff ð1Þ; f ð2Þ;…g is desired to produce from the learning process as
training examples become available one by one. Here f ð1Þ is some
arbitrary initial hypothesis, i.e. f ð1Þ ¼ 0 which means that the
algorithm starts with the zero hypothesis and f ðiÞ for i41 is the
hypothesis chosen after seeing the ði�1Þth example. From the
description of HFFM model, dimension of parameter vector f ðtÞ is
t �ℳ. For the clarity of our online algorithm formulation we
rewrite the long parameter vectorf ðtÞ in matrix form

f ðtÞ ¼

f 1;1ðtÞ ⋯ f 1;jðtÞ ⋯ f 1;ℳðtÞ
⋮ ⋱ ⋮ ⋱ ⋮
f i;1ðtÞ ⋯ f i;jðtÞ ⋯ f i;ℳðtÞ
⋮ ⋱ ⋮ ⋱ ⋮
f t ;1ðtÞ ⋯ f t ;jðtÞ ⋯ f t ;ℳðtÞ

2
6664

3
7775
t�ℳ

ð4Þ

Each row in the Eq. (4) represents the coefficients related with
a sample and each column stands for the coefficients related with
one certain kernel. The expression highlights two different con-
trolling indices i,j that represent sample sequence and kernel
sequence number, respectively. Here we can further simplify the
Eq. (1) as

ℱðxÞ ¼ f 0 þ∑
i
f i;⋅ �KT ð x; xi Þ ð5Þ
Or,

ℱðxÞ ¼ f 0 þ∑
j
ðf ⋅;jÞT � kjð⋅; xÞ ð6Þ

In Eq. (5)

Kð x; xi Þ ¼ ½k1ðx; xi Þ; k2ðx; xi Þ;…:; kℳðx; xi Þ� ð7Þ

In Eq. (6)

ðf ⋅;jÞ ¼ ½f 1;j; f 2;j;…f t;j�T ð8Þ

and

kjð⋅; xÞ ¼ ½kjðx1; xÞ; kjðx2; xÞ;…:; kjðxt ; xÞ�T ð9Þ

In fact, all the corresponding kernel function values used in
Eqs. (5) and (6) can be combined into multiple kernel matrix as

Kð⋅; xÞ ¼

k1ðx1; xÞ ⋯ kjðx1; xÞ ⋯ kℳðx1; xÞ
⋮ ⋱ ⋮ ⋱ ⋮

k1ðxi; xÞ ⋯ kjðxj ; xÞ ⋯ kℳðxi; xÞ
⋮ ⋱ ⋮ ⋱ ⋮

k1ðxt ; xÞ ⋯ kjðxt ; xÞ ⋯ kℳðxt ; xÞ

2
6664

3
7775
t�ℳ

ð10Þ

Since we are interested in online algorithms that deal with one
example at a time, we also define an instantaneous logistic loss
similar to HFFM by

ℓtðℱðxtÞ; ytÞ ¼ �log
expðytℱðtÞðxtÞÞ
1þ expðℱðtÞðxtÞÞ

ð11Þ

For simplicity, we denote the sub-gradient as gðtÞ ¼ ð∂ℓðtÞ=
∂f ðtÞÞ ð gi;jðtÞ ¼ ð∂ℓt=∂f

i;j
ðtÞÞÞ and it is also given matrix expansion form as

gðtÞ ¼

g1;1ðtÞ ⋯ g1;jðtÞ ⋯ g1;ℳðtÞ
⋮ ⋱ ⋮ ⋱ ⋮
gi;1ðtÞ ⋯ gi;jðtÞ ⋯ gi;ℳðtÞ
⋮ ⋱ ⋮ ⋱ ⋮
gt ;1ðtÞ ⋯ gt ;jðtÞ ⋯ gt ;ℳðtÞ

2
66666664

3
77777775
¼

∂ℓt

∂f 1;1ðtÞ
⋯ ∂ℓt

∂f 1;jðtÞ
⋯ ∂ℓt

∂f 1;ℳðtÞ

⋮ ⋱ ⋮ ⋱ ⋮
∂ℓt

∂f i;1ðtÞ
⋯ ∂ℓt

∂f i;jðtÞ
⋯ ∂ℓt

∂f i;ℳðtÞ
⋮ ⋱ ⋮ ⋱ ⋮
∂ℓt

∂f T ;1
ðtÞ

⋯ ∂ℓt

∂f T ;j
ðtÞ

⋯ ∂ℓt

∂f T ;ℳ
ðtÞ

2
666664

3
777775
t�M

ð12Þ

From Eq. (11)

gðtÞ ¼
∂ℓðtÞðℱðxtÞ; ytÞ

∂f ðtÞ
¼ ℓ0ðℱðxtÞ; ytÞ � Kð⋅; xtÞ ð13Þ

where

ℓ0ðℱðxtÞ; ytÞ ¼
expðℱðxtÞÞ

1þ expðℱðxtÞÞ
�yt ¼ ut ð14Þ

According to the framework of Dual Averaging Gradient method
[28,50], the learning variables are adjusted by solving a simple
optimization problem that involves the running average of all the
past sub-gradients of instantaneous loss functions ℓt and the whole
regularization term. We first take a look at the calculation of average
gradient matrix which accounts for accumulated effect from all the
past rounds and is denoted as g ðtÞ. It is defined as

g ðtÞ ¼
t�1
t

g ðt�1Þ þ
1
t
gðtÞ ð15Þ

From Eq. (12), sub-gradient matrix gðiÞ has different rows. To
calculate average sub-gradient, we need to expand gmatrix for the
consistency of the matrix structure. Therefore, it is critical to
design the right added values for these g matrice and make them
meaningful in practice. We define the adding rule as: at each
round t, uiKðxi; xtÞ is added to gðiÞð1≤ i≤t�1Þ as its last row gt;⋅ðiÞ. So
there are total of ðt�iÞ rows that are added according to the order
of coming samples. In essence, the operation rule implies effect on
current average gradient from all the previous samples. In other
words, it can also be considered as accumulation of past effect or
utilization of the internal knowledge involving past samples.
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Based on the above mentioned design of added value of gðiÞ, one
can compute g ðtÞ as

g ðtÞ ¼
1
t

∑
t

p ¼ 1
up �Kð⋅; xpÞ ð16Þ

or compute it according to Eq. (15) along the sequence of
observations.

With the average gradient information, the new OLHFFM algo-
rithm solves the following minimization problem at each round:

f ðtþ1Þ ¼ argmin
f

∑
ℳ

j
ðf ⋅;jÞT g ⋅;j

ðtÞ þℛðf Þ þ γffiffi
t

p hðf Þ
( )

ð17Þ

Where, ∑ℳ
j ðf ⋅;jÞg ⋅;j

ðtÞ is the item associated with Bregman Divergence
[36]; ℛðf Þ is group LASSO regularization item defined on hypothesis
f . Here we can write it as

ℛðf Þ ¼ λ ∑
t

i ¼ 1

ffiffiffiffiffiffi
di

p
‖f i;:‖ℋ ð18Þ

where the degree of freedom di in this scenario is the number of
kernels which is equal to ℳ. hðf Þ is an auxiliary strongly convex
function. Let hðf Þ ¼ ð1=2Þf 2ℋ for the simple optimal solution at each
iteration, it makes us find a closed-form solution as

f i;⋅ðtþ1Þ ¼
0 ;1� λ

ffiffiffiffi
ℳ

p

‖g i;⋅
t ‖

≤ 0

�
ffiffi
t

p
γ 1� λ

ffiffiffiffi
ℳ

p

‖g i;⋅
t ‖

� �
gi;⋅
t ;others

8>><
>>: ð19Þ

Since ℱðxÞ ¼ f 0 þ ∑
j
ðf ⋅;jÞT �Kjð⋅; xÞ, we rewrite each f ⋅;jðtÞ as a kernel

expansion in terms of Representer Theorem [37].

f ⋅;jðtÞ ¼ ∑
t�1

P ¼ 1
αP;jðtÞ k

jð⋅; xP Þ ðj¼ 1;2;3;…;ℳÞ ð20Þ

where, α⋅;j
ðtÞis the jth kernel expansion coefficients group. From

Eq. (20), each kernel expansion f ⋅;jðtÞforms a column of f ðtÞ matrix.
What makes this model advantageous is the group LASSO that
reduces the model complexity. It is desirable to maintain the group
LASSO for sparsity in the online setting in order to improve model's
performance. However, one cannot use Eq. (20) to sparse at group
level. Since column-structure of αðtÞ ¼ ½α⋅;1

ðtÞ;α
⋅;2
ðtÞ;…;α⋅;ℳ

ðtÞ � is not based
on ‘group structure’ nor does it benefits group sparsity, we break αðtÞ
into row-structure where each row corresponds to a group that
implies the correspondence among all the elements within the same
row. We then rewrite f ðtÞ as a kernel expansion based on ‘group
structure’ with a zeros initial hypothesis f 1 ¼ 0, for i ¼ 1;2; ::; t

f i;⋅ðtÞ ¼
0 ; t ¼ 1

∑
t�1

p ¼ 1
ciðt�1Þ⪡ θp;⋅ðt�1ÞKðxi; xpÞ⪢ ; t41

8><
>: ð21Þ

where

θp;⋅ðt�1Þ ¼ ½θp;1ðt�1Þ; θ
p;2
ðt�1Þ;…; θp;ℳðt�1Þ� ð22Þ

ciðt�1Þ is called Group Coefficient here. It implies the correspondence
of expansion coefficients within group and reveals the i th group
sparsity condition threshold value. ⪡v1; v2⪢ denotes an element-wise
product operation between any two vectors ：v1 ¼ ½v11; v12; …; v1d�
and v2 ¼ ½v21; v22;…; v2d�, i.e.
v¼⪡v1; v2⪢¼ ½v11 � v21;…; v1d � v2d�
Then it follows from (19) and (21) that 1≤ i≤ t�1, Let ½v�þ denote
maxf0; vg

ciðtÞ ¼ 1� λ
ffiffiffiffiffiffi
ℳ

p
1
t ∑

t
p ¼ 1 up �K⋅ðxi; xpÞ

" #
þ

ð23Þ

If ciðtÞ ≤0, then ith row of the hypothesis f will be set to 0 for sparsity,
otherwise it is updated using (19). At the same time, we need to
update θt according to

θp;⋅ðtÞ ¼
�

ffiffiffiffiffiffi
t�1

p
γ

ffiffi
t

p θp;⋅ðt�1Þ ; for p¼ 1;2;…; t�1

� 1
γ
ffiffi
t

p ut ; for p¼ t

8<
: ð24Þ

Now we have to consider the calculation of the bias f 0 of HFFM.
Here, since the bias is not regularized, it can be calculated by

f 0ðtþ1Þ ¼ arg min
β0

bðtÞf
0 þ γ

2
ffiffi
t

p ðf 0Þ2
� �

¼�
ffiffi
t

p

γ
ð25Þ

where

bðtÞ ¼
∂ℓðtÞ

∂f 0t

To summarize, the OLHFFM algorithm is outlined in
Algorithm 1.

Algorithm 1. Online learning algorithm for HFFM

Initialization:
g ð0Þ ¼ 0; θð0Þ ¼ 0; cð0Þ ¼ 0

for t=1,2,3…. do
initialize f i;⋅ using (21)
given the instantaneous loss function ℓt ，compute the
ut using (14)
update the average sub-gradient value

gi;⋅
ðtÞ ¼

1
t
∑
t

p¼1
upñKðxi; xpÞ

calculate sparse threshold value ciðtÞusing (23), then Update
f ðtþ1Þ using (19)
update f 0ðtþ1Þ ¼ −

ffiffi
t

p
γ bðtÞ

update θðtÞ using (24)
end for.

After the parameters matrix f is learned, we obtain the
classification function ℱðxÞ using Eqs. (5) or (6). The estimate of
the posterior probability can be computed as

p¼ eℱðxÞ

1þ eℱðxÞ ð26Þ

which measures how likely a testing sample x belongs to a class
and hence find the most possible class label.

From the Algorithm 1, it is noted that the time spent by the
OLHFFM is dominated by line 2 in each iteration, which requires a
complexity of O tℳð Þ for the worst case. ℳ is the number of
kernels and t is the number of past samples. This complexity is
common to other state-of-the-art online learning algorithms like
OBSCURE, OM-2 and UFO-MKL.
3.3. Convergence rate analysis

In this section we provide a theoretical guarantee analysis for
the convergence rate of OLHFFM algorithm to the optimal fixed
solution. Suppose that f n is the optimal fixed matrix which
satisfies h f n ≤D2 for some D40 and there exists a constant L
which satisfied g2

Tn ≤L
2. We define the average regret with respect

to the optimal hypothesis f n as

Rt ¼
ℛt

t
≜
∑t

i ℓiðf ðiÞÞ þℛðf ðiÞÞ þ γffi
i

p hðf ðiÞÞ
n o

�∑t
i ℓiðf nÞ þℛðf nÞ þ γ ffi

i
p hðf nÞ

n o
t

ð27Þ



Table 1
Comparison of batch and online-mode. ‘Mix-all’ stands for ‘GIST+HOG+LBP+CTM
+Sifts-SPM’.

Feature Ap. on dataset A Ap. on dataset B

BCGD (%)[18] OLHFFM (%) BCGD (%)[18] OLHFFM (%)

GIST 64.95 70.14 66.06 69.76
HOG 48.34 50.18 54.08 55.94
LBP 62.53 60.54 70.40 61.06
CTM 65.80 65.01 76.42 73.18
Sifts-SPM 77.54 80.33 86.06 81.98
Mix-all 84.14 82.04 88.00 85.64
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where

∑
t

i
ℓiðf ðiÞÞ þℛðf ðiÞÞ þ

γ ffiffi
i

p hðf ðiÞÞ
� �

and ∑
t

i
ℓiðf nÞ þℛðf nÞ þ γ ffiffi

i
p hðf nÞ

� �

stand for cumulative loss the OLHFFM suffered along its run and
the cumulative loss of the optimal fixed hypothesis.

Using Theorem 2 in paper [29], we know that the average
regret is upper bounded by

γ
ffiffi
t

p
D2 þ L2

2γ∑
t
i ¼ 1

1ffi
i

p
� �

t
ð28Þ

A detailed proof can be found in [50]. Based on the integralR t
x ¼ 1ð1=

ffiffiffi
x

p Þ¼ 2
ffiffi
t

p �2, we obtain the following inequality

Rt ≤
γD2 þ L2

γffiffi
t

p ð29Þ

when γ ¼ L=D and this leads to the average regret bound as

Rt ≤
2DLffiffi

t
p ð30Þ

Hence, the HFFM algorithm can achieve an optimal Oð1=
ffiffi
t

p
Þ

convergence rate from the point of the regret bound. Furthermore,
the sequence of primal variables are bounded by

1
2
‖f ðt�1Þ�f n‖2 ≤2D2�D

ffiffi
t

p

L
Rt ð31Þ

Eq. (31) shows the bound for the difference between the
learned weight and the optimal weight.
4. Experimental evaluation

We conducted three series of experiments for studying the
behavior of OLHFFM algorithm in terms of classification perfor-
mance, scalability, sparseness. We also made extensive compar-
ison between OLHFFM and some ‘state-of-the-art’ work in the
same category. The experiments are implemented on event, object
and handwritten digit dataset. For evaluating binary classifier
model, we use Average Precision (AP) value as performance index.

4.1. Evaluation on event recognition

We compare OLHFFM with batch BCGD algorithm in this series
of experiments. They are conducted on two public event recogni-
tion datasets: the Princeton sports event dataset [38] and Jain's
Flickr sports event dataset [39]. For simplicity, they are called as
dataset A and B thereafter, respectively. There are 8 sports cate-
gories in dataset A: bocce, croquet, polo, rowing, snowboarding,
badminton, sailing, and rock climbing. The total number of image
is 1200 and each category varies from 137 to 250. Dataset B
contains 2449 Flickr images and it covers five popular American
sports: baseball, basketball, football, soccer, and tennis.

We follow the same experimental protocol as [24] for direct
comparison: 70 randomly selected images from each event class
are used for training, 60 of the remaining images are used for
testing on dataset A; 50% images are selected randomly for
training and the remaining 50% is used for testing on dataset B.

4.1.1. Comparison with batch-mode HFFM
To compare batch and online modes, we follow the same

experiment evaluation procedure as in [24]. That is to say, we
use single type feature including GIST, HOG, LBP, CTM and Sifts-
SPM as well as multiple type features fusion which ‘mixed all’
here. Among these, Sifts-SPM is based on local sifts feature and
SPM [25] kernel function. In this experiment we use twenty-pass
strategy for single feature and twenty-five-pass for “Mix-all” cases
considering that many more parameters are to be optimized for
“Mix-all” than single feature. It takes more samples for obtaining
more optimized results when the parameter vector is longer
(multi-pass experimental strategy will be described in Section
4.1.2). Results are illustrated in Table 1. The AP in the table stands
for mean value over all the classes.

As shown in Table 1, OLHFFM outperforms batch BCGD algo-
rithm in cases of single feature including GIST and HOG on both
datasets. However, when using LBP, CTM on both datasets, OLHFFM
is not as good as BCGD in terms of classification performance. When
using Sifts-SPM, OLHFFM results in more than two percentage-
points higher AP than BCGD on dataset A but it suffers 4.08
percentage point decrease on dataset B. This suggests that for
OLHFFM, the sensitivity to the same feature is not the same for
different datasets. In addition, when we ‘mix all’, OLHFFM is slightly
inferior to BCGD. There is 2.10% and 2.36% point decrease in AP
value when comparing OLHFFM with BCGD on dataset A and B,
respectively. To summarize, with the adoption of feasible multiple-
pass strategy, the performance of OLHFFM is very close to that with
batch solution BCGD. Due to the robustness gained by using
multiple passes, the algorithm could be extended in online setting
without any significant loss in performance.
4.1.2. Effect of multi-pass strategy
Due to relatively slow convergence rate of online algorithm, it

is difficult to obtain good hypothesis after the training examples
are used up. This is especially true when the number of training
instances is small. So we try to enlarge the training dataset by
cycling through the training examples several passes. Different
passes correspond to different permutations of the training set.

How does multi-pass strategy affect recognition performance?
We will study the effect in this experiment. The experimental
results are illustrated in Fig. 1. The overall trend is that AP value
increases with the increase number of passes for single feature or
combinations of multi-features. This upward trend is more
obvious at the beginning of the curve. With ‘PassNum’ (the
number of passes) becomes bigger, AP value becomes more
stabilized. This suggests that using OLHFFM better generalization
performance is obtained after several passes and it reaches a
reasonable level of convergence with increased number of passes.
From Fig. 1, one can see the fluctuations in the trend lines, which is
probably associated with the characteristics of online learning
algorithm. In most cases the improvement reaches a plateau after
20 passes.

4.2. Evaluations on object categorization

Two benchmark object recognition datasets including MIT
Caltech 6-categories and VOC2011 PASCAL TrainVal dataset are
used for evaluating object categorization. The MIT Caltech
6-categories dataset contains 5775 images [41,42]. The image



Fig. 2. Comparison between OLHFFM and OLHFFM-ZeroIni. (a) Learning curves on 6-categories Caltech and (b) learning curves on VOC2010 TrainVal.

Fig. 1. Effectiveness of the number of refining pass.
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number for each category is: 1074 aero-planes, 450 faces (front
views of faces), 1155 cars (Side), 826 motorbikes, 1370 car back-
grounds and 900 general background scenes. We select randomly
60% from each class for training and the remainder for test. The
VOC2011 PASCAL TrainVal dataset [43] includes 11,540 images
among which 5717 are for training and the remaining 5823 are for
validation. Here we use the validation set for testing. Either
training or validation set covers total 20 classes including aero-
plane, bicycle and etc. It is a challenging database because there
are a large number of samples with multi-label, occlusion, scale
variant and cluster. Here we take category “aeroplane” as experi-
mental subject. From the web [51], 327 of 5717 images are
‘aeroplane’ and the rest covers all the other 19 classes; 343 of
5823 images are ‘aeroplane’ and the rest belongs to other 19
classes. In the experiment, the whole VOC2011 PASCAL TrainVal
dataset acted as experimental subject. That is to say, all the 670
“aeroplane” images are used as positive samples and the rest are
used as negative ones.

In the experiment that is conducted on VOC2011 PASCAL
TrainVal we use ‘Mix-all’ as described in Section 4.1. That is to
say, we mix all the five types of features including Sifts-SPM, GIST,
LBP, CTM, and HOG. However, very high AP value close to 1 can
easily be achieved on the 6-categories Caltech dataset especially
when we use more of the features e.g. GIST, Sifts-SPM etc. In order
to illustrate the difference and make us see clearly, only “HOG
+CTM” combination is adopted for the 6-categories Caltech data-
set. We train the algorithms by cycling up to 3 passes over the
training set to obtain the data size of over 10,000.
4.2.1. Effect of value-added rule
As stated in Section 3, we design reasonable added value

principle for calculating the running average sub-gradient. The
goal is to see if OLHFFM would incorporate dynamically the
knowledge of the observed data in earlier iterations to perform
more informative gradient-based online learning. Here we try to
explore how the value-added approach affects the classification
performance of OLHFFM.

In the following experiment, we try not to make the initial
value of newly added row of gradient matrix g , but to pad it with
zero for the consistency of the gradient matrix structure. The
algorithm in this situation is called OLHFFM-ZeroIni. We compare
OLHFFM and OLHFFM-ZeroIni on both 6-categories Caltech and
VOC2011 PASCAL TrainVal datasets. The results of verification
experiment are shown in Fig. 2 which shows AP value as a
function of the number of iteration.

From Fig. 2, we see that the trend curve for OLHFFM and
OLHFFM-ZeroIni are basically the same. But OLHFFM curve is
always above that of OLHFFM-ZeroIni. That demonstrates that
our value-added principle is a reasonable approach for taking into
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consideration the impact on the current model update from the
past samples.
Table 2
Sparsity and AP via λ.

λ Sparsity (%) AP

0.001 98.44 0.9536
0.0001 75.68 0.9907
0.00005 59.71 0.9931
0.00001 12.11 0.9934
0.000001 0.40 0.9935
0.0000001 0 0.9933
4.2.2. Comparison with ILK and NORMA
We compare OLHFFM with two single kernel-based online

algorithms, NORMA [25] and ILK [26] after they are extended to
multi-kernel situation using averaging kernel strategy. Among
these three algorithms, NORMA is a standard kernel-based sto-
chastic sub-gradient method that largely follows a predetermined
procedural scheme. It performs gradient with respect to the
instantaneous risk at a constant learning rate. ILK and OLHFFM,
on the other hand, solve simple optimization problems that
integrate knowledge about Bregman divergence, loss function
and regularization item. So they update model parameters at each
round based on analytical solutions to simple constrained optimi-
zation problem. This unified view makes it meaningful to compare
ILK with OLHFFM. In all of these three algorithms, online learning
and kernel parameters are determined via cross-validation for
optimized solution.

Fig. 3 shows AP value as a function of iteration number. Increase
trend is observed on all the ‘iteration-AP’ curves of three algorithms.
This indicates that the best solution is constantly tracked while using
all these three algorithms. From Fig. 3, two obvious advantages of
using OLHFFM can be found. First, its “iteration-AP” curve is flatter
than the other two. This suggests that it provides more stability as
the iteration goes. This effect is especially obvious as shown in Fig. 3
(a). It suggests that more stable solution can be achieved by using
OLHFFM approach. Second, “iteration-AP” curve of OLHFFM algorithm
is above that of ILK and NORMA during most of the run time, which
shows better performance of the OLHFFM after the initial oscillations
have died out.

4.3. Evaluation on handwritten digit recognition

We also evaluated OLHFFM on handwritten digit recognition
dataset MNIST. The MNIST database is available from webpage
[44]. It has a training set of 60,000 examples and a test set of
10,000 examples. The 60,000 pattern training set contains exam-
ples from approximately 250 writers. The digits have been size-
normalized and centered in a fixed-size gray-scale 28�28 pixel
digit images. They differ drastically from those samples of such
visual datasets as 6-categories Caltech, VOC2011. For example,
digit images are gray-scale ones so no color cues are needed for
the feature description. Sifts-SPM is based on dense grid sift and
Fig. 3. Performance comparison of OLHFFM, ILK, NORMA. (a) Learning curve
bag of words representation which is especially suitable for the
case of complicated images with noisy background and dominant
intra-class variety. However, these tiny digit images are pure and
clean ones without noisy and complicated background. In addi-
tion, SPHOG feature is similar to PHOG and used widely in
handwritten digit recognition, so we only select one of them as
the feature description. To summarize, SPHOG, LBP and GIST are
used to describe handwritten digits in the following experiments.

4.3.1. Classification performance via sparsity degree parameter
In this section, we show how the behavior of the OLHFFM

algorithms changes when the sparsity controlling parameter λ
changes. Table 2 lists the tradeoffs between sparsity and Average
Precision value over all the classes.

From Table 2, several conclusions can be drawn. First, the
classification performance evaluated by AP index is affected
directly by sparsity parameter. In particular, the AP index goes as
high as 0.9907 from 0.9536 when λ changes from 0.001 to 0.0001.
Almost four percentage point higher is achieved in AP value which
is not negligible for user experience in handwritten digit recogni-
tion. The AP value reaches the highest point when λ¼ 1e�6 and at
this time the sparsity is 0.40%. This indicates that approximately
240 group coefficients have been set to zero by means of group
LASSO. In other words, 240 samples are considered as noisy. Fig. 4
shows examples of some noisy samples. Second, AP value is not
really sensitive when λ changes from 5e�4 to1e�7. However, the
sparsity rate decreases from 59.71% to 0% which means the
complexity of the model increases dramatically. Since λ does not
obviously influence AP value which measures recognition accu-
racy, we should set the appropriate value of λ to achieve tradeoffs
between sparsity and Average Precision value. Third, the AP value
does not reach the highest when the sparsity becomes zero. It
means that there are indeed some noisy samples in the training
set that could degrade recognition performance. To summarize,
s on 6-categories Caltech and (b) learning curves on VOC2010 TrainVal
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appropriate parameter values have to be determined to balance
between sparsity and classification performance.

4.3.2. Comparison with state-of-the-art multiple kernel learning
algorithms

OLHFFM is compared against the state-of-the-art online multi-
ple kernel learning algorithms such as UFO-MKL, OM-2, OMCL and
OMKL. DOGMA package [45] is used for implementing OM-2, UFO-
MKL, OMCL algorithms.

In Fig. 5, UFO-MKL-logistic and UFO-MKL-hinge are shown as
two versions of UFO-MKL based on different loss functions. The
first one is based on logistic loss and the second on hinge loss.
Notations begin with ‘OMKL’ stands for 6 algorithms (from Algo-
rithm 1 to Algorithm 6) in sequence as reference to Rong Jin's
paper [15]. They are all under the same hierarchical online multi-
ple kernel learning framework, i.e. OMKL. However, they are setup
differently: one combines binary predictions denoted as ‘P’ and the
other combines real value outputs denoted as ‘O’. In both of the
setup conditions, deterministic and stochastic approaches denoted
as ‘DA’ and ‘SUA or MUA’ are used. It needs to be pointed out that
OM-2 is proposed in particular for multi-class classification pro-
blems. So it is converted to binary classifier using binary hinge loss
function in this experiment.
Fig. 4. Sparsified examples.

Fig. 5. Comparison with UFO-MKL, OM-
From Fig. 5, one can see that as far as average precision is
concerned, OLHFFM ranks the fourth among the eleven algo-
rithms. AP value averaged over ten digit class as high as 99.35%
is reached with OLHFFM approach. It is very close to that from
OM-2, UFO-MKL-logistic and OMCL. In fact, what is critical for
OLHFFM algorithm is how to select important explanatory samples
and eliminate those with less discriminant power by integrating
group LASSO technique in kernel logistic regression model. On the
contrary, OM-2 uses group p-norm to obtain a simpler optimiza-
tion problem, however, the true sparsity is lost. That means that
the weights of the kernels, even if they can become extremely
small, will never be exactly zero. UFO-MKL-logistic presents
elastic-net kind of regularization which mixes group p-norm and
LASSO. It not only has the effect of inducing exact sparsity in the
domain of the kernels but also makes the optimization problem
easier. Both OM-2 and UFO-MKL-logistic define group based the
coefficients related to the same kernel. That means both solutions
will lead to the selection a subset of useful kernels. These kernel
coefficients group based approach works well for problems with
more features than the number of samples, where the common
premise held there is that many features are irrelevant. On the
other hand, such algorithm in which group is formed with the
coefficients related to the same sample, like OLHFFM, is good for
the case we often have too many samples [24]. In addition, OM-2,
UFO-MKL and OMCL are all online solution for standard MKL
problem which combine different kernels by a weighted summa-
tion to fusing multiple features. However, OLHFFM provides data-
dependent weights to balance the contribution of each feature in a
nonlinear fashion. It would improve fusion capability and describe
possible nonlinear relationships among different types of features
[24]. Finally, one point that makes OLHFFM superior is that it can
be adapted feasibly to online solution of LASSO regularized logistic
regression model based on single kernel.
5. Conclusion and future work

In this paper, a novel and efficient algorithm OLHFFM is
presented. It can be used to solve heterogeneous feature fusion
model based on multiple kernels in online setting. We conducted
2, OMCL, OMKL and their variants.
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extensive experiments on a variety of visual recognition tasks that
include event, object and handwritten digit recognition. Based on
the experimental results we reached the conclusions that OLHFFM
overcomes the inefficiencies of batch solution and it can be used to
solve large-scale problems. Using OLHFFM approach, comparable
accuracy as batch mode algorithms has been reached. In recogni-
tion performance, OLHFFM is as competitive as state-of-the-art
approaches such as ILK, NORMA with averaged kernel and multi-
ple kernel learning algorithms OM-2, UFO-MKL, OMCL and OMKL.
In addition, group LASSO sparsity can be achieved even in the
online setting with kernels to reduce model complexity. As
coefficients related with the same sample yet with different
feature and kernel function are grouped, noisy samples will be
removed from classifier model by setting the corresponding
coefficient groups zero. These enhanced features of OLHFFM make
it a viable alternative to the batch algorithms BCGD in large scale
dataset.

Future work related to OLHFFM can be conducted in the
following areas: (1) to apply it on very large scale dataset such
as ImageNet [46]; (2) to limit the amount of memory required to
store the online hypothesis which may increase without bound as
the algorithm progresses by truncation or projection method; (3)
to extend the algorithm so that it can deal with multi-class
problem; (4) to solve other kernel-based classification or regres-
sion model such as square loss, hinge loss and so on; (5) to make it
suitable to other composite regularization method like sparse
groupLASSO and explore the effectiveness for visual recognition;
and (6) to theoretically analyze convergence rates and error
bounds for this OLHFFM algorithm.
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